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Who am I?
üAssistant professor in the iSchool at UMD
üResearch evaluates how people understand privacy 

implications of data sharing
üResearch located at 

the intersection of 
Communication 
(home discipline), 
CSCW, and HCI

üCurrently funded by 
NSF, IMLS, Facebook, 
and Google



NSF Award #1640697
EAGER: Mapping Privacy & Surveillance 

Dynamics in Emerging Mobile Ecosystems: 
Practices and Contexts in the Netherlands 

and US

Goal: Cross-cultural evaluation of how 
people develop mental models of privacy 
and data sharing when using popular 
mobile apps like Fitbit, Whatsapp & 
Amazon Echo/Google Home.

NSF Award #1704369
CHS: Large: Pervasive Data Ethics for 

Computational Research

Goal: PERVADE is a collaboration of 
seven researchers' at six institutions 
exploring how people experience the 
reuse of their personal data within 
computational research.



Both purposefully and 
unwittingly, we are generating 

gigabytes of data about ourselves 
every week, month, and year.  



Self-knowledge through self-tracking using technology.

What do we mean by the quantified self?
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Tracking Every Breath You Take and
Every Move you Make

Fitness trackers (including Fitbit and Apple Watch), 
collect a lot of data

ØSteps taken
ØDistance traveled
ØFloors climbed
ØCalories burned
ØTime slept
ØHeart rate
ØActivity/workout statistics
ØLocation/GPS (sometimes)



Fitness trackers are 
increasingly 
designed to be worn 
unobtrusively on the 
body—and to collect 
data constantly 
while worn.



Devices That Always Listen

Intelligent Personal Assistants (IPAs) like Amazon Alexa and 
Google Home are increasingly popular in-home devices that 

passively listen and respond to voice commands. 

However, these 
devices raise 

questions about 
what data is 

captured and how
it is stored. 



Source: xkcd

https://xkcd.com/1807/


[Technically Speaking] How did we get here?

1. Electronic sensors are 
smaller and better

2. Increased computing 
power of mobile phones

3. Public sharing (online) 
became normalized

4. Rise of the “cloud” to 
allow instant data 
transmission, aggregation, 
and analysis

See “The Data-Driven Life” (2010) in The New York Times by Gary Wolf

http://www.nytimes.com/2010/05/02/magazine/02self-measurement-t.html


But what else can be done with 
all this data being collected?

And who will get access to this 
data once we share it?

Flickr: ginnerobot



Inferring Behavior from Data

ØDietary habits
ØStress levels
ØAlcohol use
ØExposure to 

pollutants
ØSocial context
ØMovement 

patterns

Ø Insurance rates?
ØFidelity?

feltron.com

http://feltron.com/info.html




Users, however, largely consider 
fitness tracker data to be 

non-sensitive.

Flickr: Kjetil Korslien



Sensitive data in the digital age
Personally identifiable 
information (PII) 
refers to data that can 
identify an individual 
in a dataset.

In the age of big data, 
we are creating 
increasingly complex 
digital footprint from 
our digital trace data. 



Ø How much do users know about the data practices of 
fitness tracking platforms?

Ø Do they feel that fitness trackers collect sensitive data? 
Ø How do their (a) privacy concerns and (b) internet skills 

relate to their attitudes toward this data?
Im age: P ixabay

Current Study: 
Research 
Questions



Data we’ve collected

Survey of Fitbit & Jawbone users (N=361)

Follow-up interviews with a subset of users (N=33)



Summary of findings
1. Users spend little time engaging with fitness 

companies’ data collection policies—and 
have low concerns about fitness data. 
(surveys and interviews)

2. Users’ knowledge of these companies’ data 
policies is unrelated to their concerns about 
and valuation of their fitness data. (surveys)



Summary of findings
3. Benefits of these devices far outweigh any 

perceived drawbacks. (interviews)

4. Users largely interface with trackers through 
mobile apps, which lack privacy feature 
granularity. (interviews)



Fitbit’s Website Account 
Privacy Settings

Fitbit’s Mobile App 
Privacy Settings



Implications
How do you make users 
more aware of the 
potential uses (and 
misuses) of personal 
fitness data?

1. Embrace the Privacy by 
Design framework.

2. Nudge users toward 
privacy-focused decision 
making.

3. Ethical research 
considerations



Thanks!
For more information, see 
pearl.umd.edu
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