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Abstract. Fitness trackers are an increasingly popular tool for tracking one’s 
health and physical activity. While research has evaluated the potential benefits 
of these devices for health and well-being, few studies have empirically 
evaluated users’ behaviors when sharing personal fitness information (PFI) and 
the privacy concerns that stem from the collection, aggregation, and sharing of 
PFI. In this study, we present findings from a survey of Fitbit and Jawbone 
users (N=361) to understand how concerns about privacy in general and user-
generated data in particular affect users’ mental models of PFI privacy, 
tracking, and sharing. Findings highlight the complex relationship between 
users’ demographics, sharing behaviors, privacy concerns, and internet skills 
with how valuable and sensitive they rate their PFI. We conclude with a 
discussion of opportunities to increase user awareness of privacy and PFI. 
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1 Introduction 

Fitness trackers are increasingly popular. A 2012 Pew Research Center survey found 
that 60 percent of Americans track their diet, weight, or exercise; of these, 21 percent 
used some form of technology, such as fitness trackers [13]. Demand appears to be 
increasing. Companies shipped 71.5 million fitness-tracking wristbands and watches 
in 2015; by 2020, that number is predicted to increase to 172.1 million [31]. 

These devices are part of a larger movement to capture and analyze metrics about 
one’s health and behaviors, the so-called “quantified self” [23]. Designed to be worn 
unobtrusively on the body, fitness trackers collect data in an ambient manner with 
little effort from the user. The miniaturization and ubiquity of sensors in smartphones 
and fitness trackers enable people to track several aspects of their bodies with one 
device [23]. These data points, known as “personal fitness information” (PFI), may 
seem innocuous, but when collected over time or combined with other data, they can 
reveal detailed insights about people’s health and habits [6, 28, 29]. 

This paper explores how people who use fitness trackers value the PFI they 
generate, how much they know about the data collection policies of fitness tracking 
companies, and how their sharing behavior compares to their overall privacy concerns 
and protection strategies. Our conceptualization of value encompasses several factors, 
including how sensitive people perceive their PFI, how concerned they would be if it 
were compromised, and how they compare PFI to other types of data (e.g., financial). 
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Our findings highlight how users’ perceptions of PFI and their knowledge of 
fitness tracking companies’ data collection policies are similar to and different from 
other types of information. We discuss the findings in light of the privacy paradox, or 
the idea that people express privacy concerns about certain activities but behave in 
ways that appear to undermine their privacy [33]. We conclude by discussing 
opportunities to increase user awareness of privacy and PFI. 

2 Related Work 

2.1 Fitness Trackers and Ubiquitous Data Collection and Sharing 

Prior research has studied how people embed activity and fitness trackers into their 
personal and professional lives [14, 16, 30]—or why they do not [7]—with a recent 
focus on ubiquitous data collection and privacy [2, 6, 8, 28, 29]. The mobile and 
networked nature of fitness trackers means that they automatically and persistently 
collect data, which companies share or sell with third parties [12, 19, 20]. 

The intersection of fitness trackers and ubiquitous data collection poses three main 
privacy problems [7]. First, people who use fitness trackers often lack awareness 
about how PFI feeds into larger infrastructures of data collection. This hinders them 
from making informed decisions about sharing their PFI. Second, the dynamic nature 
of ubiquitous data collection means that data used for one purpose today may be used 
for another in the future. Analysis of PFI can be used to infer other characteristics that 
people have not directly shared [29]. Third, seemingly anonymous user data can be 
re-identified with increasing ease. Sensor data, for example, is granular enough “that 
each individual in a sensor-based data set is reasonably unique” [28, p. 38].  

While studies reveal that people are broadly concerned with the collection of 
location data [21, 25, 27], data about mood or stress level [27, 29], conversational 
behavior [29], and detailed health information like glucose level or blood pressure 
[27], users of fitness trackers do not express specific privacy concerns about data 
collection on these devices [15, 21, 25]. Motti and Caine [25] surmise that users’ lack 
of concern stems from a lack of awareness of how privacy can be compromised when 
companies collect granular data about users over a long time.  

2.2 The Privacy Paradox and Mismatch in Users’ Attitudes and Behaviors 

Prior work illustrates that while people express concerns about privacy, they continue 
to behave in ways that undermine it [33]. This concept, known as the privacy paradox, 
has been studied extensively in relation to social media use [1, 3, 5]. Such work 
attributes the paradox to users’ lack of awareness of privacy issues associated with 
use of such platforms and lack of knowledge of ways to protect privacy. As mobile 
computing reaches greater ubiquity and internet-enabled devices such as fitness 
trackers gain popularity, privacy concerns are becoming more salient. 

Further, Hargittai and Marwick [18] point out that behaviors often presented as a 
“privacy paradox” can be more accurately attributed to a sense of apathy or cynicism 
about online privacy. Even when they engage in privacy-protective behaviors, users 
recognize that these measures are likely insufficient in the face of online data mining, 
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widespread data aggregation, and confusing privacy settings. This leads to a belief 
that privacy violations are inevitable. Considering the privacy paradox as a response 
to online apathy may yield a more nuanced explanation of why people share PFI. 

2.3 Current Study 

We offer the following research questions to study users’ knowledge of how fitness 
tracking companies use PFI and how much users value their PFI. First, we consider if 
the privacy paradox applies to PFI and empirically analyze Motti and Caine’s [25] 
suggestion that users lack concern because they are not familiar with the companies’ 
data use policies. If the paradox exists, we would expect that a person’s general 
internet skills, privacy concerns, and knowledge of the fitness tracking company’s 
privacy policies would be unrelated to their usage of the device. If no paradox exists, 
we would expect to see a positive correlation between people’s knowledge and skills 
and their usage of their device and a negative correlation between privacy concerns 
and device usage.  

RQ1: What differences—if any—exist between users who have a high 
understanding of fitness tracking companies’ data policies and those who 
have little to no understanding of these policies? 

Second, we empirically examine how much value users place on their PFI. Even 
though fitness trackers increasingly collect data that people perceive as sensitive, 
qualitative research suggests users do not have significant privacy concerns [15, 21, 
25]. We believe one reason is because data collection happens largely in the 
background and the primary data point of most fitness trackers—steps taken—is 
innocuous on its own. To investigate this, we look at how users compare their PFI to 
other data types like financial information, and we ask users to compare their 
perceived value. 

RQ2: How do users view the value of PFI compared to other types of 
personal information? 

Finally, a goal of this paper is to understand how to help people consider privacy in 
their decisions about whether and how to use fitness trackers. To do this, we must 
parse the inter-relationships between various factors that influence a users’ valuation 
of their PFI.  

RQ3: How are individual characteristics and privacy attitudes associated 
with users’ perception of the sensitivity of PFI? 

3 Method 

In January 2017, we invited two random samples of 3000 employees from two 
American public universities to participate if they were at least 18, owned a 
smartphone, and currently used a Fitbit or Jawbone device (which were most popular 
fitness trackers at the time). Participants completed an online survey and were invited 
to enter a raffle for one of five USD$50 gift cards. We received 361 usable responses. 
Respondents were generally female (75%), age 38 (median=34, SD=13.1), and highly 
educated (69% had an advanced degree). The vast majority (96%) used a Fitbit 
device, and most (71%) reported wearing it every day.   
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3.1 Measures 

Perceptions of personal fitness information. Respondents were asked to think about 
the various types of data their fitness tracker generated and to respond to four original 
questions with a 0-100 slider scale they could move.  
● Data Sensitivity: “How concerned would you be if your [Fitbit/Jawbone] data 

were compromised, such a through a security breach at the company?” (0=Not at 
All Concerned, 100=Very Concerned; M=54.44, SD=29.26). 

● Personal Data Value: “Compared to other types of personal information about 
you—like financial information—how valuable is your [Fitbit/Jawbone] data to 
you?” (0=Not That Valuable, 100=Very Valuable; M=43.94, SD=26.92). 

● Advertisers’ Data Value: “Compared to other types of personal information 
about you—like financial information—how valuable do you think that your 
[Fitbit/Jawbone] data is to third-party advertisers?” (0=Not That Valuable, 
100=Very Valuable; M=52.60, SD=27.13). 

● Black Market Data Value: “Compared to other types of personal information 
about you—like financial information—how valuable is do you think that your 
[Fitbit/Jawbone] data is on the black market?” (0=Not That Valuable, 100=Very 
Valuable; M=35.66; SD=27.85). 

Privacy and mobile concerns. Two measures were included to assess respondents’ 
general and mobile-specific concerns about the privacy of their data. General privacy 
concerns [34] is an 11-item scale (α=.93; M=3.72; SD=0.98) that asks respondents to 
“indicate your level of concern about the following scenarios that might happen when 
you use communication technologies” (scale: 1=Not at all concerned to 5=Very 
concerned). Mobile users’ information privacy concerns (MUIPC) [35] is an eight-
item scale (α=.93; M=4.20, SD=0.82) measuring respondents’ concerns related to 
personal data sharing via mobile apps (scale: 1=Strongly Disagree, 5=Strong Agree). 

Perceived internet skills. Internet skills are an often-used measure to gauge a 
person’s baseline knowledge about the internet. This measure is often used as a proxy 
to capture a broad understanding of a person’s technical skills. We used Hargittai and 
Hsieh’s [17] 10-item version of their internet skills scale (α=.91; M=3.72; SD=0.98).  

Knowledge of fitness tracking companies’ data collection policies. To measure the 
extent to which people’s practices and concerns match their knowledge of company 
data policies, we asked respondents a series of questions about what data the Fitbit or 
Jawbone companies collect, who owns the data, how it is stored, and with whom 
companies share the data. A respondent’s knowledge score was calculated based on 
how his or her answers reflect the company’s stated privacy policies.  

Respondents were first asked about nine pieces of information—IP address, full 
name, email address, home address, birthdate, height, weight, smartphone operating 
system, and GPS/location information—and whether that data is “Not Collected,” 
“Automatically Collected/Required,” “Optional Information Requested by 
Company,” or “I Don’t Know/Not Sure.” For example, because Fitbit requires users 
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to provide their email address, respondents who correctly selected “Automatically 
Collected or Required” for email address received five points toward their knowledge 
score. Those who said the email address is optional received one point, and those who 
said the email address is not collected or said they did not know received zero points. 
Eight open-ended questions were coded in a similar fashion. The knowledge score 
was derived by summing scores from each item (M=30.07, SD=14.09; range: 0-72). 

Fitness tracker sharing activities. We asked three Yes/No questions about whether 
respondents had (1) shared fitness stats online, (2) joined a group or competed with 
other users, and (3) configured their device to automatically post stats online. These 
items were averaged based on the number of “Yes” responses to create an index of 
sharing activities; 62% of respondents engaged in at least one activity (M=.79, 
SD=.74; range: 0-3). 

4 Findings 

4.1 Factors Associated With Knowledge of Fitness Data Privacy Policies 

Our first research question explored whether specific factors are associated with 
users’ knowledge of what the Fitbit and Jawbone companies do with their data (i.e., 
their “knowledge score”). Echoing other research on privacy policies, respondents 
had very limited knowledge of the policies of fitness tracking companies: 73% did not 
know whether Fitbit/Jawbone sold their data and 66% were not sure who owned the 
data. Regarding data retention, 85% of respondents did not know how long companies 
stored the data, and 89% were unsure where the data was stored beside the device.  

To determine factors associated with a respondent’s knowledge of the privacy 
policies, we first ran an OLS regression with the knowledge score as the dependent 
variable (DV) and demographic variables, internet skills, and privacy concerns as 
independent variables (IVs). Although the overall model was significant, the adjusted 
R-square was very low, with IVs explaining just 2.3% of the variance. This lack of 
significant predictors provides support for the privacy paradox, since concerns and 
skills were similar across all levels of knowledge. 

We also explored whether sex and perceived internet skills interacted in predicting 
respondents’ knowledge. Results showed a significant main effect of sex on 
respondents’ knowledge, F(1, 236)=4.22, p<.05. Pair-wise comparisons indicated a 
significant difference in knowledge scores between females (M=50.80, SD=.95) and 
males (M=46.61, SD=1.71). There was no evidence of a main effect of perceived 
internet skills on respondents’ knowledge; however, there was a significant 
interaction between sex and perceived internet skills on knowledge , F(2, 237)=3.04 
p<0.05. Males scored higher on the knowledge test when they reported the highest 
level of perceived internet skills, while females scored higher when reporting lower 
levels of internet skills. After controlling for age and education, the main effect of sex 
and the interaction effect remained significant. 

4.2 Users’ Attitudes Toward the Value of Their PFI 
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To address RQ2, we used Personal Data Value, Advertisers’ Data Value, and Black 
Market Data Value as DVs in a series of OLS regressions to identify differences in 
respondents’ perceptions of the personal and financial value of PFI (see Table 1).  

Depending on the audience for the data, different factors emerged as significant 
predictors of respondents’ data valuation. For example, age was positively correlated 
with how valuable PFI was to an individual (β=.14, p<.05), while education was 
negatively correlated with this assessment (β=-.14, p<.05). On the other hand, age was 
negatively correlated with the perceived value of PFI to third parties like advertisers 
(β=-.02, p<.05). For both third parties and on the black market, mobile data concerns 
positively correlated with how valuable respondents perceived their PFI was to other 
groups (β=.18, p<.05 in each model). This was not the case in determining the value 
of PFI to the individual. Finally, respondents’ level of concern about their PFI being 
compromised was strongly positively correlated with all three valuations.  

4.3 Predicting Users’ Perceived Sensitivity of Their PFI 

Our final RQ builds on prior analyses to consider the inter-relationships between 
demographic factors, privacy and skills factors, and tracker-specific factors in 
explaining respondents’ overall valuation of their data. We used Data Sensitivity as 
the primary dependent variable, asking respondents to indicate their level of concern 
if their PFI were compromised, as in a data breach. 
 The proposed model was not a good fit to the data, X2(14,201)=28.04, p=.01; 
CFI=.79, RMSEA=.07. Therefore, we removed non-significant relationships between 
variables (including sex and knowledge of the company’s privacy policies) and 
retested the model. The final model (see Figure 1), provided a strong fit to the data, 
X2(13,201)=15.77, p=.28; CFI=.97, RMSEA=.03. We found a positive correlation 
between respondents’ privacy concerns and the value they place on their fitness data. 
These variables alone explain 22% of the variance in a person’s PFI valuation.  

Table 1. OLS regressions predicting three measures of users’ valuation of their PFI. 

 Personal 
Value 

Third-Party 
Value 

Black Market 
Value 

 Standardized Betas Reported 
Sex -.06 .14 .02 
Age .14* -.02* -.01 
Education -.14* .07 .06 
Internet Skills .01 -.03 .02 
Privacy Concerns .06 -.10 -.07 
Mobile Data Concerns -.04 .18* .18** 
Data Sensitivity .51*** .43*** .50*** 
Sharing Activities .02 .01 .01 

F(8,180) = 11.87*** 7.10*** 10.59*** 
R2 .312 .213 .298 

* p<.05  ** p<.01  *** p<.001 
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5 Discussion 

Fitness trackers are an increasingly popular tool. In this study, we moved beyond the 
health factors that drive people to use these devices and focused on how users 
conceptualize the privacy concerns that may arise from the creation and sharing of the 
data these devices generate. Through a survey of Fitbit and Jawbone users, we 
examined how users’ attitudes and beliefs influence their use of fitness trackers, their 
concerns about PFI, and the value they place on this data when compared to other 
forms of personal information. Below, we discuss how our findings extend existing 
knowledge and theories about ubiquitous data collection and privacy.  

5.1 New Platforms, Same User Practices 

While researchers have not yet delved deeply into users’ perceptions of PFI, this 
study’s findings are largely consistent with how users think about sharing other types 
of information online. The general lack of knowledge about how fitness tracking 
companies collect, store, and share data is unsurprising in light of prior research that 
has found that users generally do not read company privacy policies [24] and, even if 
they do, they are not likely to understand or remember all the details [10, 22]. 

For example, Fitbit’s privacy policy states, “We don’t sell data that could identify 
you to anyone, anywhere, anytime. Ever. Period.” It then states that it “may share or 
sell aggregated, de-identified data” but does not explain what data this includes or 
how the company de-identifies it [12]. This is important because PFI is particularly 
challenging to de-identify [28]. Jawbone’s policy states, “We do not rent, sell or 
otherwise share your individual personal information with third parties, except as 
follows” and lists six cases in which it may share information [20]. These statements 
apply to identifiable data (Fitbit) and “individual personal information” (Jawbone), 
but it is not clear whether these terms encompass data that fitness trackers generate. 
This echoes the lack of definitional clarity found in other privacy policies [22]. 
Research confirms that fitness companies share the data their devices generate. A 
2014 study by the U.S. Federal Trade Commission (FTC) found that 12 mobile health 
and fitness apps sent user data to 76 different third parties, which raises  “significant 
privacy implications” [19, p. 35]. 

Figure 1. Final path model addressing RQ3. All paths are significant.  
~ p < .07, * p<.05, ** p<.01, *** p<.001 
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Users’ lack of knowledge of company data collection practices also speaks to 
another trend in this dataset, as well as in prior research. While the privacy paradox 
[1, 3] has been a popular framework for thinking about conflicts between internet 
users’ professed concerns about privacy and their online disclosures, more recent 
research suggests that internet users do care about their privacy but are generally 
apathetic toward the effort required to actively negotiate their self-presentation in 
online spaces [18]. Findings from the current study extend this argument to fitness 
trackers, as we found no significant relationships between users’ PFI disclosure habits 
and all measures of privacy concerns. Future research should explore the underlying 
reasons for this seeming lack of concern to determine whether it stems from apathy, 
lack of knowledge of potential harms, or something else.  

5.2 Opportunities for Increased User Awareness of Privacy and PFI 

Findings from our study identify opportunities for cross-sector partnerships, such as 
the one between Fitbit and the Center for Democracy & Technology [9], to approach 
this privacy challenge. First, our analyses revealed a strong positive correlation 
between users’ general privacy concerns, their mobile data concerns, and how 
sensitive they rate their PFI. Likewise, users who publicly shared PFI expressed 
greater concerns about how their mobile data is used. Thus, the more users care about 
privacy in general—and the more they engage in sharing activities that might 
jeopardize their privacy—the more concern they have about PFI. Fitness tracking 
companies must find ways of easing anxiety over privacy if they wish to have users 
increasingly engage in information sharing activities on their platforms. Partnering 
with organizations that focus on privacy research is one way for them to do so. 

Few regulations exist to constrain companies from sharing PFI with third parties. 
While the EU’s General Data Protection Regulation explicitly protects health data 
[11], U.S. law does little to regulate or protect the collection and use of PFI [6, 27]. 
Companies see this data as valuable from a monetary and research perspective and 
use it accordingly. People who use fitness trackers and seek to protect their privacy 
may wrongly assume that the law protects it. Our analyses of users’ (lack of) privacy 
policy knowledge suggests a need for greater education and outreach to users. This 
can include a more robust explanation of user-controlled privacy settings during 
onboarding, contextual explanations of how adjustments to device settings might 
affect data collection and flows, or regular communication to users reminding them of 
their current privacy settings.  

6 Limitations and Conclusion 

We must note some limitations to this research. First, while recruitment methods 
(random sampling) were designed to minimize response bias, the sample is 
significantly more educated than the general population and likely more than the 
population of fitness tracker users. This could introduce bias related to data valuation 
and internet skills. The sample was also significantly skewed toward female users, 
and existing research has found that women both share more online than men and 
have greater privacy concerns. Finally, this data collection comes from a one-time 
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survey, meaning our analyses can only identify correlations between variables and not 
causation. That said, because of the lack of empirical research on the privacy and 
security issues around fitness trackers, we believe the findings presented here provide 
useful insights to guide future theoretically driven and design-based studies.   
 Emerging technologies provide new opportunities for users to learn about 
themselves, meet and interact with new and existing friends, and explore ways to 
enhance their well-being. However, these technologies—and the associated data 
generated from their use—also bring challenges to managing individual privacy. In 
this paper, we argue that more attention should be devoted to considering the privacy 
implications of fitness trackers and other wearable devices that collect large amounts 
of data about users’ movement and health. As boyd and Crawford [4] note in their 
work on the challenges of big data, PFI is neither objective nor a “fix” for health-
related problems. We are entering a time when PFI will be used to evaluate healthcare 
incentives, court cases, and more. Users must recognize how this data can be used 
against them, and companies should take steps to teach users to protect themselves.  
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